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• Social Bias
Ø Making unfair decisions based on protected attributes.

• Format Bias
Ø Lengthy text, lists, emojis, etc.

• Bias: Deviation from Expectations
Ø "Knowledge" bias: the expectation is that the large language model 

(LLM) can correctly predict the relation between two concepts.
Ø E.g., concept A: "Pride and Prejudice," concept B: "Jane Austen."

Introduction: Bias

When you hear the word "bias," what comes to mind?



• Behavioral metrics should be considered random variables.
Ø Randomness stems from the context.

Introduction: Contextualization of Behavior Metrics

• An LLM in a legal 
judgment;

• A self-driving car;
• …



• CrowS-Pairs Score
o 𝔼 !!"#$#%,!&'"( ~$[𝕀(𝑠𝑐𝑜𝑟𝑒 𝑆%&'(') > 𝑠𝑐𝑜𝑟𝑒 𝑆*+&, )]
o 𝑠𝑐𝑜𝑟𝑒 𝑆 = ∑,-.

|0| log P(𝑢, ∈ 𝑈|𝑈\2( , 𝑇)
o 𝑇: target tokens, 𝑈: other unmodified tokens, 𝑆: sentence.
Ø Measure the percentage of an LLM preferring stereotypical 

sentences to anti-stereotypical ones.

Related Work: Bias Measurement for LLMs

CrowS-Pairs: A Challenge Dataset for Measuring Social Biases in Masked Language Models



• StereoSet Score
o 𝐼𝑑𝑒𝑎𝑙𝑖𝑧𝑒𝑑	𝐶𝐴𝑇	𝑆𝑐𝑜𝑟𝑒 𝒊𝒄𝒂𝒕 = 𝒍𝒎𝒔×!"#(𝒔𝒔,'(()𝒔𝒔)

+(
o 𝑠𝑐𝑜𝑟𝑒 𝑆 = P(𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒|𝑆\-../"01.2)
o 𝑆𝑡𝑒𝑟𝑒𝑜𝑡𝑦𝑝𝑒	𝑆𝑐𝑜𝑟𝑒 𝒔𝒔 = 𝔼 3!"#$#%,3&'"(,3)#&'('*+#!! ~5 𝕀 𝑠𝑐𝑜𝑟𝑒 𝑆67898: > 𝑠𝑐𝑜𝑟𝑒 𝑆;<7=
o 𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒	𝑀𝑜𝑑𝑒𝑙𝑖𝑛𝑔	𝑆𝑐𝑜𝑟𝑒 𝒍𝒎𝒔 = 𝔼 3!"#$#%,3&'"(,3)#&'('*+#!! ~5{𝕀]

^
𝑠𝑐𝑜𝑟𝑒 𝑆67898: >

𝑠𝑐𝑜𝑟𝑒 𝑆>8;<=<?@866 |𝑠𝑐𝑜𝑟𝑒 𝑆;<7= > 𝑠𝑐𝑜𝑟𝑒 𝑆>8;<=<?@866 }
Ø Measure the percentage of an LLM preferring stereotypical 

sentences to anti-stereotypical and unrelated ones.

Related Work: Bias Measurement for LLMs

StereoSet: Measuring Stereotypical Bias in Pretrained Language Models 



Shortcomings of Previous Work

ØSuppose the unbiased perspective is p∗ = (0.5, 0.5).
ØWe have models 𝑀a and 𝑀b, displaying perspective in context {𝑐a, 𝑐b, 𝑐c}.
ØTheir average deviation and absolute deviation:

𝑀!: 𝑐!: 0.6, 0.4 , 𝑐": 0.6, 0.4 , 𝑐#: 0.6, 0.4 	 average	deviation = 0.1, absolute	deviation = 20%

𝑀": 𝑐!: 0.5, 0.5 , 𝑐": 0.35, 0.65 , 𝑐#: 0.65, 0.35 	 average	deviation = 0, absolute	deviation = 20%

Average	deviation =
0.6 + 0.6 + 0.6

3
− 0.5 = 0.1, absolute	deviation =

|0.6 − 0.5|+ |0.6 − 0.5| + |0.6 − 0.5|
3

/0.5 = 20%

ØThe average deviation overlooks model perspective variation, as in 𝑀b.
ØThe absolute deviation fails to measure perspective shift over contexts, 

comparing 𝑀a and 𝑀b.



• Contextualize Behavior Metrics: Stereotype Distribution
Ø Consider both the mean and the variation (inconsistency risk).

• Bias: Deviation from Expectations
Ø Unbiased reference distribution: an ideal one or one 

approximated from data statistics.
Ø Assessing the difference between the two distributions.
Ø Reference distribution example: p∗ = (0.5, 0.5).

Methodology: Overview



• Stereotype Distribution
ØSocial division 𝑋, e.g., 𝑋 = {𝑛𝑢𝑟𝑠𝑒, 𝑑𝑜𝑐𝑡𝑜𝑟, 𝑠𝑡𝑦𝑙𝑖𝑠𝑡, 𝑝𝑟𝑜𝑔𝑟𝑎𝑚𝑚𝑒𝑟}.
ØAttribute topic 𝑌, e.g., 𝑌 = {𝑓𝑒𝑚𝑎𝑙𝑒,𝑚𝑎𝑙𝑒}.
ØContext 𝐶, e.g., "The [X] said that [Y]".
ØLLM 𝑀's preference 𝑝j|kl 𝑐 , the probability that 𝑀 predicts 𝑌 = 𝑦 given 
𝑋 = 𝑥; 𝑝j|k∗ 𝑐 , unbiased model.

ØLLM 𝑀's stereotype 𝑠j|kl 𝑐 :

𝑠j|kl 𝑐 =
𝑝j|kl (𝑐)
𝑝j|k∗ (𝑐)

− 1⋯(1)

Ø The sign and absolute value of 𝑠j|kl (𝑐): stereotypical view and intensity.

Methodology: Mathematical Modeling
Principle: measuring the difference between the LLM's stereotype distribution 
and an ideally unbiased reference distribution.



• Discrimination Risk Criterion
Ø Discrimination risk criterion 𝐽, measuring the most significant 

stereotype:
𝐽 𝑠m|kl 𝑐 = max

j∈m
{𝑠j|kl 𝑐 o} , 𝑤ℎ𝑒𝑟𝑒	𝑠j|kl 𝑐 o = max{𝑠j|kl 𝑐 , 0}⋯ 2

Ø Discrimination risk 𝑟k, measuring 𝑀's discrimination risk against 𝑋 = 𝑥 
for all the sub-categories of 𝑌:

𝑟k = 𝔼p~q(𝐽 𝑠m|kl 𝑐 )⋯ (3)
Ø Overall discrimination risk 𝑟k, summarizing 𝑀's discrimination 

conditioned on all 𝑥 about 𝑌:
𝑅 = 𝔼k~r(𝑟k)⋯ (4)

Methodology: Mathematical Modeling
Principle: measuring the difference between the LLM's stereotype distribution 
and an ideally unbiased reference distribution.



• Disentangle Bias and Volatility
Ø Bias risk 𝑟ks, the risk caused by the systemic bias of LLMs' 

estimation about the correlation between 𝑋 and 𝑌:
𝑟ks = 𝐽(𝔼p~q 𝑠m|kl 𝑐 )⋯ (5)

Ø Volatility risk 𝑟kt, measuring inconsistency and randomness of 
𝑀's discrimination risk:

𝑟kt = 𝑟k − 𝑟ks⋯(6)
Ø Overall bias risk 𝑅s	and overall volatility risk 𝑅t, the bias-

induced and variation-induced part of 𝑅:
𝑅s = 𝔼k~r 𝑟ks ⋯(7), 𝑅t = 𝔼k~r 𝑟kt ⋯(8)

Methodology: Mathematical Modeling
Principle: measuring the difference between the LLM's stereotype distribution 
and an ideally unbiased reference distribution.



• Binary Example
Ø 𝑀: 𝑐a: 0.5, 0.5 , 𝑐b: 0.35, 0.65 , 𝑐c: 0.65, 0.35 ,	p∗= (0.5, 0.5)
Ø 𝑟k: Apply 𝐽 and then compute the expectation, aggregating the metrics 

by context.
𝐽 𝑠! = 0.5 − 0.5 = 0, 𝐽 𝑠" = 0.35 − 0.65 = 0.3, 𝐽 𝑠# = 0.65 − 0.35 = 0.3

𝑟$ = 𝐽(𝑠) =
0 + 0.3 + 0.3

3 = 0.2

Methodology: Mathematical Modeling
Principle: measuring the difference between the LLM's stereotype distribution 
and an ideally unbiased reference distribution.

𝐽 𝑠A|CD 𝑐 = max
E∈A

{𝑠E|CD 𝑐 G} , 𝑤ℎ𝑒𝑟𝑒	𝑠E|CD 𝑐 G = max{𝑠E|CD 𝑐 , 0}⋯ 2

𝑟C = 𝔼H~I(𝐽 𝑠A|CD 𝑐 )⋯ (3)

𝑟CJ = 𝐽(𝔼H~I 𝑠A|CD 𝑐 )⋯ (5)
𝑟CK = 𝑟C − 𝑟CJ⋯(6)



• Binary Example
Ø 𝑀: 𝑐a: 0.5, 0.5 , 𝑐b: 0.35, 0.65 , 𝑐c: 0.65, 0.35 ,	p∗= (0.5, 0.5)
Ø 𝑟ks: Compute the expectation and then apply 𝐽, measuring the 

behavior tendency.
̅𝑐:
0.5 + 0.35 + 0.65

3 ,
0.5 + 0.35 + 0.65

3 = 0.5, 0.5

𝑟$% = 𝐽 𝑠̅ = 0.5 − 0.5 = 0

Methodology: Mathematical Modeling
Principle: measuring the difference between the LLM's stereotype distribution 
and an ideally unbiased reference distribution.

𝐽 𝑠A|CD 𝑐 = max
E∈A

{𝑠E|CD 𝑐 G} , 𝑤ℎ𝑒𝑟𝑒	𝑠E|CD 𝑐 G = max{𝑠E|CD 𝑐 , 0}⋯ 2

𝑟C = 𝔼H~I(𝐽 𝑠A|CD 𝑐 )⋯ (3)

𝑟CJ = 𝐽(𝔼H~I 𝑠A|CD 𝑐 )⋯ (5)
𝑟CK = 𝑟C − 𝑟CJ⋯(6)



• Binary Example
Ø 𝑀: 𝑐a: 0.5, 0.5 , 𝑐b: 0.35, 0.65 , 𝑐c: 0.65, 0.35 ,	p∗= (0.5, 0.5)
Ø 𝑟kt: Take the difference between 𝑟k and 𝑟ks.

𝑟$& = 𝑟$ − 𝑟$% = 0.2 − 0 = 0.2

Methodology: Mathematical Modeling
Principle: measuring the difference between the LLM's stereotype distribution 
and an ideally unbiased reference distribution.

𝐽 𝑠A|CD 𝑐 = max
E∈A

{𝑠E|CD 𝑐 G} , 𝑤ℎ𝑒𝑟𝑒	𝑠E|CD 𝑐 G = max{𝑠E|CD 𝑐 , 0}⋯ 2

𝑟C = 𝔼H~I(𝐽 𝑠A|CD 𝑐 )⋯ (3)

𝑟CJ = 𝐽(𝔼H~I 𝑠A|CD 𝑐 )⋯ (5)
𝑟CK = 𝑟C − 𝑟CJ⋯(6)



• An Easier Way to View the Disentanglement
Ø Discrimination risk in (3): 𝐸(𝐽 𝑠 ).
Ø Bias risk in (5): 𝐽(𝐸 𝑠 ).
Ø 𝐽 in (2): an infinity norm of 𝑠.
Ø Jensen Inequality: for a convex function, 𝐸(𝐽 𝑠 ) ≥ 𝐽(𝐸 𝑠 ).

Methodology: Mathematical Modeling
Principle: measuring the difference between the LLM's stereotype distribution 
and an ideally unbiased reference distribution.

𝐽 𝑠A|CD 𝑐 = max
E∈A

{𝑠E|CD 𝑐 G} , 𝑤ℎ𝑒𝑟𝑒	𝑠E|CD 𝑐 G = max{𝑠E|CD 𝑐 , 0}⋯ 2

𝑟C = 𝔼H~I(𝐽 𝑠A|CD 𝑐 )⋯ (3)

𝑟CJ = 𝐽(𝔼H~I 𝑠A|CD 𝑐 )⋯ (5)
𝑟CK = 𝑟C − 𝑟CJ⋯(6)



• Bias-Volatility Framework (BVF)
Ø Specify Demographic Groups 𝑋 and Attributes 𝑌
Ø Determine Context 𝐶 to Estimate Stereotype Distribution
Ø Apply the Mathematical Model

• Example for illustration: 𝑋 – occupation, 𝑌 – gender.

Methodology: Applying BVF



• Specify Demographic Groups 𝑋 and Attributes 𝑌
Ø Identifying a set of representations denoting gender and jobs.
ØThe occupation word list (𝑋): official labor statistics [1]; the gender attribute 

list (𝑌): the sociological literature [2]. 
Ø𝑋's distribution examples:

v Uniform distribution w/o occupation value judgments;
v Labor statistics.

Ø𝑋 example: architect (0.1% employment dist. percent), cashier (2%), driver 
(2.9%), editor (0.2%), etc.

Ø𝑌 list: 

Methodology: Applying BVF

[1] https://www.bls.gov/emp/tables/occupational-projections-and-characteristics.htm
[2] https://github.com/ecmonsen/gendered_words/blob/master/gendered_words.json

https://www.bls.gov/emp/tables/occupational-projections-and-characteristics.htm
https://github.com/ecmonsen/gendered_words/blob/master/gendered_words.json


• Determine Context 𝐶 to Estimate Stereotype Distribution
ØGather sentences by sampling articles from a text dataset. We sample 

10,000 articles from the Wikipedia dump on Huggingface [1].
ØSelect context by parsing articles adhering to:

vExclude sentences w/o 𝑋 − 𝑌 word coreference.
vExclude sentences with explicit 𝑌-indicative phrases/tokens like 

"bearded."
vParse the sentence structure and record.

Methodology: Applying BVF

[1] https://huggingface.co/datasets/wikimedia/wikipedia



• Apply the Mathematical Model
Ø Estimate the conditional probability of 𝑌 given 𝑋 = 𝑥:

𝑝jG|k(
l 𝑐 =

∑t∈jG 𝑝̂t|k(
l (𝑐)

∑tH∈∪ jI 𝑝̂tH|k(
l (𝑐)

, 𝑗 ∈ {1,… , |𝑌|}⋯ (9)

Ø Estimate the distribution of stereotypes, as per Equation (1).

𝑠j|kl 𝑐 =
𝑝j|kl (𝑐)
𝑝j|k∗ (𝑐)

− 1⋯(1)

Ø Estimate and decompose the LLM's discrimination risk, as 
described in Equation (2)-(8).

Methodology: Applying BVF

𝐽 𝑠A|CD 𝑐 = max
E∈A

{𝑠E|CD 𝑐 G}⋯ (2)

𝑟C = 𝔼H~I(𝐽 𝑠A|CD 𝑐 )⋯ (3) 𝑅 = 𝔼C~L(𝑟C)⋯ (4)

𝑟CJ = 𝐽(𝔼H~I 𝑠A|CD 𝑐 )⋯ (5) 𝑟CK = 𝑟C − 𝑟CJ⋯(6) 𝑅J = 𝔼C~L 𝑟CJ ⋯(7), 𝑅K = 𝔼C~L 𝑟CK ⋯(8)



• Main Results: Gender Discrimination Risk of 12 Common LLMs
Ø 12 LLMs: OPT-IML (30B) [1], Baichuan (13B) [2], Llama2 (7B) [3], ChatGLM (6B) [4], T5 

(220M) [5], BART (139M) [6], GPT2 (137M) [7], RoBERTa (125M) [8], XLNet (117M) [9], 
BERT (110M) [10], distilBERT (67M) [11], and ALBERT (11.8M) [12].

Ø 3 baselines: ideally fair model, stereotyped model, and randomly stereotyped model.

Results

v Comparable across models: T5 shows the most overall and 
bias risk, while ALBERT exhibits the most volatility risk.

v BVF could be applied to cases where |𝒀| > 𝟐.

[1] Opt-iml: Scaling language model instruction meta learning through the lens of generalization
[2] Baichuan 2: Open large-scale language models
[3] Llama 2: Open foundation and fine-tuned chat models
[4] Glm: General language model pretraining with autoregressive blank infilling
[5] Exploring the limits of transfer learning with a unified text-to-text transformer
[6] Bart: Denoising sequence-to-sequence pre-training for natural language generation, translation, and comprehension
[7] Language models are unsupervised multitask learners
[8] Roberta: A robustly optimized bert pretraining approach
[9] Xlnet: Generalized autoregressive pretraining for language understanding
[10] Bert: Pre-training of deep bidirectional transformers for language understanding
[11] Distilbert, a distilled version of bert: smaller, faster, cheaper and lighter
[12] Albert: A lite bert for self-supervised learning of language representations



• Pro-Male Bias
Ø All LLMs we assess, except ALBERT, show a significant predisposition 

towards males.

Results



• Empirical Analysis of Bias Risk and Volatility Risk in LLMs
Ø Toxic Data: We fine-tune Llama2 with toxic data [1]. After being trained with toxic 

data, the model's overall and bias risk increase, while its volatility risk decreases. 
Ø Model Size: We examine the scaling effects on the discrimination risk with GPT family 

models, including GPT-2 (137M, 335M, 812M, 1.61B), GPT-Neo (1.3B, 2.7B), and GPT-
NeoX (20B). As the model size increases, the bias risk increases, and the volatility 
risk decreases.

Ø Reinforcement learning with human feedback (RLHF): We test 3 model sizes of the 
Llama2 model. Chat-series models undergo RLHF. RLHF mitigates bias risk but 
enlarges volatility risk.

Results

[1] https://www.kaggle.com/datasets/ashwiniyer176/toxic-tweets-dataset/data, Automated hate speech detection and the problem of offensive language, 
https://github.com/surge-ai/toxicity.

https://www.kaggle.com/datasets/ashwiniyer176/toxic-tweets-dataset/data
https://github.com/surge-ai/toxicity


• The Correlation with Social Factors
Ø We perform regression of occupation salary and discrimination risk using the 

weighted least square*, with the weight to be the labor statistics [1].
Ø Income and discrimination are positively correlated, indicating that LLMs are 

more likely to exhibit gender bias towards higher-income groups.

Results

* Also known as weighted linear regression.
[1] https://www.bls.gov/emp/tables/occupational-projections-and-characteristics.htm

dollar/hour

https://www.bls.gov/emp/tables/occupational-projections-and-characteristics.htm


• Risk Management Implications
ØBias risk – normal distribution.
ØVolatility risk – fat-tailed distribution. Hard to predict. Require 

surveillance.

Results



• Contributions
Ø Behavioral metrics for the probability distribution of LLMs' stereotypes.

Ø Mathematically dissect LLMs' discrimination risk into bias risk (due to their systemic 
bias) and volatility risk (due to prediction inconsistency).

Ø Use NLP tools to approximate the applied contexts of LLMs. 

Ø Apply BVF to 12 open-sourced LLMs and find:
vBias risk is the primary cause of LLM discrimination risk.
vMost LLMs exhibit pre-male stereotypes across careers.
vRLHF lowers discrimination risk by reducing bias but increases volatility.
vLLMs' discrimination risk correlates with socio-economic factors like job salaries. 
vRisk management implications: unpredictable volatility risk requires surveillance.

Summary



• Extension to Open-source Models
• Instantiation of Discrimination Risk Criterion 𝐽

• Knowledge Bias

Future Work



Thank you!


